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- Harmonic Measure: where does a random walk first exit a domain?
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- Dirichlet problem: equilibrium after diffusion.
- Not surprising: a nasty domain can have “hidden” parts of the boundary
- Surprising: if nothing is hidden, the domain is nice.
- Very surprising (and recent): higher co-dimension analogues.
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Hard to compute!!! (Solve 10 eqns with 10 unknowns)
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Uniqueness: Maximum principle!
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This is the Dirichlet problem.

\[ u(\text{Point}) = \sum_{\text{BoundaryPoints}} u(\text{BoundaryPoint}) \omega^{\text{Point}}(\text{BoundaryPoint}). \]

Expected value!
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$$\begin{align*}
(D) = \left\{ \begin{array}{ll}
\Delta u_f = 0 & x \in \Omega \\
u_f(Q) = f(Q) & Q \in \partial \Omega 
\end{array} \right. 
\end{align*}$$
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What is the temperature in the interior, given the temperature on the edge?
“Bad” geometry: $\omega$ doesn’t “see” sets of large length.
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**Figure:** Brownian motion cannot go down hallways

- Cusps

**Figure:** Brownian motion cannot get to the cusp
So what if $\omega^X$ doesn’t see large sets?

(Quantitative) Well posedness of Dirichlet problem:

$$(D) = \begin{cases} 
\Delta u_f = 0 & x \in \Omega \\
\left. u_f(Q) \right|_{Q \in \partial\Omega} = f(Q) & Q \in \partial\Omega
\end{cases}$$

Figure: Changing data on the cusp doesn’t change the solution

"Theorem": $D$ is (quantitatively) well posed iff $k^X$ is not "too large or too small too often." Call this $A_\infty$.
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\( \sigma \) is the length measure.
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For the disk, \( \omega^0 = \frac{\sigma}{2\pi r} \).

For a Lipschitz domain, if \( \omega^0(E) = k \sigma \) and \( k \) is not too small or too big too often.

For the snowflake \( \omega^0 = k \sigma \) and \( k = +\infty \) or 0 at every point.
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Really hard to compute! Known only for a few domains (half plane, disc, polygons...)
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- Makarov ’85 Jones-Wolff ’88: in $n = 2$, $\dim \omega = 1$.
- Bourgain ’87: in $\mathbb{R}^n$, $\dim \omega < n$.
- Wolff ’95: in $\mathbb{R}^n$, $n \geq 3$ $\dim \omega > n - 1$.
- Precise value completely open!
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Would like to characterize geometry of higher-co-dimension sets! Think: curve in $\mathbb{R}^3$. More exotic: snowflake in $\mathbb{R}^3$!

**Problem:** Elliptic PDE don’t see sets of co-dim $> 2!$ (removable!)

Why do this? It is fun! Applications to Biology?

**Figure:** DNA Straightens and Curls up to Attract/Avoid Enzymes
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- Baby case! \( |\nabla D_\alpha| = \text{constant} \iff \phi \equiv 0 \).
$E = (x, \phi(x)), \phi : \mathbb{R}^d \to \mathbb{R}^{n-d}$. \(\sigma = \text{surface measure and } \alpha > 0\). Define

$$D_\alpha(x) \equiv \left( \int_E \frac{1}{|x - y|^{d+\alpha}} d\sigma(y) \right)^{-1/\alpha}.$$ 

$$L_\alpha u \equiv -\text{div} \left( \frac{1}{D_\alpha(x)^{n-d-1}} \nabla u \right).$$
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**Theorem (David-Feneuil-Mayboroda 2017)**

Let $E$ be the graph of a Lipschitz $\phi : \mathbb{R}^d \rightarrow \mathbb{R}^{n-d}$ with small Lip constant. Then $\omega^X_{L_{\alpha}} = k^X \, d\sigma$ and $k^X$ is not too small or too big too often ($A_\infty$ weight).
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Note: applies to much more general scents (i.e. any suitably smooth replacement for \( D_\alpha(x)^{-(n-d-1)} \) \( I \) works).
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Let $E = (x, \phi(x)) \subset \mathbb{R}^n, \phi : \mathbb{R}^d \to \mathbb{R}^{n-d}$ is Lipschitz. And $\alpha = n - d - 2 > 0$.

**Theorem (David-E.-Mayboroda 18)**

For any $E, \alpha$ as above, have $\omega_{L\alpha} = \text{constant } d\sigma$. 

*Takeaway:* For magic $\alpha$, $d\omega_{\alpha}d\sigma$ doesn't control the regularity of $\phi$, and fails to do so in the most spectacular way possible!

*NOTE:* A version for when $E$ is fractal! $d$ non-integer (here $\omega_{L\alpha} \approx d\sigma$).

Recall in co-dimension 1: $\omega_X = k_X d\sigma, k_X = \text{constant} \Rightarrow \Omega = \mathcal{B}(X, R)$. 
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What’s up with “magic $\alpha$”? 

Can compute: see that for $\alpha = n - d - 2$ we have
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**Note:** In general computing the Green’s function is VERY HARD!

$$D_\alpha \simeq \text{dist}(x, E) \Rightarrow \omega_\alpha \simeq \sigma$$

When $\alpha$ is magic $D_\alpha(x) = \left( \int_E \frac{1}{|x-y|^{n-2}} d\sigma \right)^{-1/\alpha}$. Note: $\frac{1}{|x|^{n-2}}$ is harmonic!
Why is magic $\alpha$ magic?

- $D_\alpha$ satisfies an equation but what is really going on?
Open Questions about the Magic $\alpha$

1. Why is magic $\alpha$ magic?
   - $D_\alpha$ satisfies an equation but what is really going on?
   - Physical/geometric/probabilistic interpretation?

2. Is this emblematic or pathological?
   - Is any other $\beta$ magic?
   - Can we prove the converse for $\omega$ with $\beta$ not magic?

3. What does $\alpha \mapsto D_\alpha$ look like?
   - The power $-1$ makes this question harder.

4. Can we do this in co-dimension one? Two?
Open Questions about the Magic $\alpha$

1. Why is magic $\alpha$ magic?
   - $D_\alpha$ satisfies an equation but what is really going on?
   - Physical/geometric/probabilistic interpretation?

2. Is this emblematic or pathological?
   - Is any other $\beta$ magic?
Open Questions about the Magic $\alpha$

1. Why is magic $\alpha$ magic?
   - $D_\alpha$ satisfies an equation but what is really going on?
   - Physical/geometric/probabilistic interpretation?

2. Is this emblematic or pathological?
   - Is any other $\beta$ magic?
   - Can we prove the converse for $\omega_\beta$ with $\beta$ not magic?
Open Questions about the Magic $\alpha$

1. Why is magic $\alpha$ magic?
   - $D_\alpha$ satisfies an equation but what is really going on?
   - Physical/geometric/probabilistic interpretation?

2. Is this emblematic or pathological?
   - Is any other $\beta$ magic?
   - Can we prove the converse for $\omega_\beta$ with $\beta$ not magic?

3. What does $\alpha \mapsto D_\alpha$ look like?
   - The power $-\frac{1}{\alpha}$ makes this question harder.
Open Questions about the Magic $\alpha$

1. Why is magic $\alpha$ magic?
   - $D_\alpha$ satisfies an equation but what is really going on?
   - Physical/geometric/probabilistic interpretation?

2. Is this emblematic or pathological?
   - Is any other $\beta$ magic?
   - Can we prove the converse for $\omega_\beta$ with $\beta$ not magic?

3. What does $\alpha \mapsto D_\alpha$ look like?
   - The power $-\frac{1}{\alpha}$ makes this question harder.

4. Can we do this in co-dimension one? Two?
Thank You For Listening!

The way of Laplace!